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**Ⅰ. 서론**

본 프로젝트는 지하철 노선도에서 최단 거리를 구하는 방법을 찾아 구현한다. 최단거리를 찾는 방법은 여러가지 임으로 본 팀은 최적의 경로를 찾는 것은 물론 여러 방법에 따른 소요 시간 또한 중요한 요소라고 판단해 3가지 알고리즘을 구현하고 그 결과를 비교, 분석했다. 구현한 알고리즘에는 Dijkstra, SPFA, Floyd-Warshall 이렇게 세가지가 있다.

**Ⅱ. 알고리즘**

**1. Dijkstra**

**1.1 알고리즘 소개**

Dijkstra 알고리즘은 가장 대중적인 그래프 탐색 알고리즘으로, 가중치가 있는 그래프를 이용하여 특정 시작 노드에서 다른 모든 노드까지의 최단 경로를 찾는다. 현재까지 알고 있던 최단 경로를 계속해서 갱신하면서 찾아가는 방식을 사용한다. 주로 네트워크 라우팅, 길 찾기, 지도 애플리케이션에 사용된다.

**1.2 알고리즘 특징**

1. 가중치가 있는 그래프이다. 모든 간선은 양의 가중치를 가져야 한다.

2. 특정 출발점에서 다른 모든 노드까지 최단 경로로 방문하며 각 노드 까지의 최단 경로를 모두 찾는다.

3. 현재까지의 최단 경로를 확장하여 전체 최단 경로를 정점 집합에 추가한다.

**1.3 동작 방식**

1.출발 노드, 도착 노드를 설정한다.

2.출발 노드 기준으로 각 노드의 최소 비용을 저장한다.

3.현재 위치한 노드의 인접 노드 중 방문하지 않은 노드를 구별하고, 방문하지 않는 노드 중에서 가장 비용이 적은 노드 선택한다. 그 노드를 방문 처리한다.

4.해당 노드를 거쳐서 특정한 노드로 가는 비용을 고려하여 최소 비용을 갱신한다.

5. 3~4번을 반복한다.

**1.4 시간 복잡도**

Dijkstra 알고리즘의 시간 복잡도는 방문하지 않은 노드 중 비용이 가장 작은 노드를 선택하는 방식에서 차이가 난다. 순차 탐색에서 노드의 개수가 n이라고 할 때 각 노드마다 최소 거리값을 갖는 노드를 선택해야 하는 순차 탐색이 수행되므로 (n-1)\*n=O(n^2)의 시간 복잡도를 가진다. 순차 탐색을 사용할 경우 노드 개수에 따라 탐색 시간이 매우 오래 걸릴 수 있다. 이를 개선하기 위해 우선순위 큐를 도입한다.

우선순위 큐를 최소 힙으로 구현하면 루트 노드가 최소 거리를 갖는 노드가 된다. 우선 순위 큐에서 사용할 우선순위의 기준은 시작 노드로부터 가장 가까운 거리가 된다. 따라서 큐의 정렬은 최단 거리인 노드를 기준으로, 그 다음 최단 거리를 가지는 노드를 앞에 배치한다. 만약 기존 최단 거리보다 더 작은 값을 갖는 노드가 있다면 그 노드와 거리를 우선 순위 큐에 넣는다. 이때 edge의 수를 E, 노드의 수를 V라고 했을 때 O(ElogV)의 시간 복잡도를 가진다.

우선순위 큐에서 꺼낸 노드는 연결된 노드만 탐색하므로 최악의 경우라도 총 edge 수인 E만큼만 반복한다. 즉 하나의 간선에 대해서는 O(loge)이고, E는 V^2보다 항상 작기 때문에 E개의 edge를 우선 순위 큐에 넣었다 빼는 최악의 경우에 대해서는 O(ElogV)이다.

**1.5 공간 복잡도**

공간 복잡도는 nx.Graph로 그래프 데이터 구조를 사용하여서 노드가 차지하는 공간 O(V)와 간선이 차지하는 공간 O(E)를 모두 고려해야 한다. 따라서 그래프 자체를 저장하기 위한 공간 복잡도는 O(V+E)이다

**2. SPFA**

**2.1 알고리즘 소개**

SPFA 알고리즘은 최단 경로 문제를 해결하기 위해 Bellman-Ford 알고리즘을 최적화한 방법으로 큐를 사용하여 거리가 갱신된 노드만 다시 처리함으로써, 불필요한 연산을 줄이고 효율성을 높인 알고리즘이다.

\*Bellman-Ford 알고리즘: 그래프 내의 음수 가중치를 가진 간선이 존재하는 경우에도 최단 경로를 찾을 수 있는 알고리즘

**2.2 알고리즘 특징**

1. 가중치가 있는 그래프이다.

2. 이전에 큐에 추가된 노드보다 거리가 짧게 노드의 거리가 갱신될 때마다 해당 노드를 큐에 추가하여 불필요한 연산 감소를 통해 실행 시간을 최적화한다.

**2.3 동작 방식**

1. 초기화 모든 노드의 거리를 무한대로 초기화하고, 시작 노드의 거리를 0으로 설정한다. 시작 노드를 큐에 추가하고, 노드가 큐에 있는지 여부를 추적한다.

2. 큐 기반 탐색

2.1 큐에서 노드를 하나 꺼내고, 현재 노드의 모든 인접 노드를 검사한다.

2.2 현재 노드에서 인접 노드까지의 거리를 계산하고, 계산된 거리가 기존의 거리보다 짧으면 갱신한다.

2.3 갱신된 인접 노드를 큐에 추가하고, 큐에 있음을 표시한다.

3. 큐가 빌 때까지 위 과정을 반복한다.

**2.4 시간 복잡도**

본 프로젝트에 사용된 지하철 노선의 경우 선형구간이 환승역보다 훨씬 많다. 대부분의 노드가 선형 구간에 위치해 있기 때문에, 큐에 추가되는 횟수와 간선의 처리는 선형 구간에서 주로 발생한다. 선형 구간에서는 방향이 두개이고 한방향으로 이동할 때 각 노드가 한 번만 큐에 추가, 각 간선이 한 번만 처리되므로, 시간 복잡도는 O(V + E)이다. 환승역에서는 큐에 노드가 추가될 기회가 더 많아져 시간 복잡도가 O(VE)로 늘어날 수 있지만 그 수는 선형구간에 비해 많지 않다. 따라서 최종 시간 복잡도는 O(V + E)이다.

**2.5 공간 복잡도**

Graph 구조를 사용하여 각 노드와 엣지를 저장함으로 공간 복잡도는 O(V+E) 이다.

**3. Floyd-Warshall**

**3.1 알고리즘 소개**

Floyd warshall 알고리즘은 간선 가중치 방향 그래프의 모든 정점 쌍 사이의 최단 경로를 계산하는 알고리즘이다. 또한 음의 순환이 있는지 감지하는 데에도 사용할 수 있다.

**3.2 알고리즘 특징**

1. 모든 노드 쌍에 대한 경로를 탐색한다.

2. 음수 가중치와 음수 사이클을 포함한 그래프에도 적용할 수 있다.

**2.3 동작 방식**

1. 초기화: 노드의 거리를 무한대로, 시작 노드의 거리를 0으로 초기화한다.

2. 최단 경로 경신: 모든 노드를 경유점으로 하여 최단 경로 계산

이때, 현재까지 계산한 최단 경로 활용

3. 반복: 최단 경로 경신을 반복 시행하면서 모든 노드 간 최단 거리 행렬 완성

**2.4 시간 복잡도**

이 알고리즘에서는 최단 경로 행렬을 만들기 위해 3중 for문을 사용한다. 그러므로 시간 복잡도는 O(V^3)이다.

**2.4 공간 복잡도**

공간 복잡도는, 최단 경로 행렬의 크기가 그래프의 인접 행렬 크기와 같으므로, O(V^2)이다.

**Ⅲ. 알고리즘 시간, 공간 복잡도 비교**

<표1>은 각 알고리즘 별 시간 복잡도와 공간 복잡도를 정리한 것이다. 시간 복잡도 측면에서 보았을 때 SPFA가 가장 빠르고 다음이 Dijkstra이며 Floyd-Warshall이 가장 느린 것을 알 수 있다. 이러한 결과는 직선구간의 수가 환승역보다 더 많은 지하철 노선에서 최단거리를 구하는 코드를 구현했기 때문에 나타난다. 공간 복잡도는 Dijkstra와 SPFA가 O(V+E)로 같으며 Floyd-Warshall이 O(V^2)으로 가장 큰 공간 복잡도를 가지는 것을 알 수 있다. <표2>는 각 알고리즘 별 실제 소요 시간과 메모리 사용량을 나타낸 표이다. 실제 실행시간은 시간 복잡도를 비교한 결과와 같이 SPFA, Dijkstra, Floyd-Warshall 순서로 빠르다. 메모리 사용량 또한 공간 복잡도를 비교한 결과와 동일한 경향을 보여주었다.

|  |  |  |  |
| --- | --- | --- | --- |
|  | **Dijkstra** | **SPFA** | **Floyd-Warshall** |
| 시간 복잡도 | O(E log V) | O(V+E) | O(V^3) |
| 공간 복잡도 | O(V+E) | O(V+E) | O(V^2) |

<표1> 알고리즘별 시, 공간 복잡도

|  |  |  |  |
| --- | --- | --- | --- |
|  | **Dijkstra** | **SPFA** | **Floyd-Warshall** |
| 시간(초) | 0.034055 | 0.027629 | 8.564762 |
| 메모리(kb) | 228.18 | 213.63 | 1421.12 |

<표2> 알고리즘별 소요 시간 및 사용 메모리

**IV. 결론**

본 프로젝트에서 세가지의 최단경로를 찾아주는 알고리즘을 구현하고 실제 실행 시간과 메모리 사용량을 비교했다. 메모리의 사용량은 공간 복잡도에 따른 순서를 보여주었다. 소요 시간은 SPFA알고리즘이 가장 빠르게 동작했고 그 다음 Dijkstra, Floyd-Warshall 인 것을 확인할 수 있다. 이러한 결과는 지하철 노선이 가지는 특징 때문에 나타난 것을 알 수 있다.
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